50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written g, 42+8
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— tier architecture of a Data

Warehouse. ' e (10 Marks)
Compare OLTP and OLAP ¢ (06 Marks)
What are the key features of Data Warehouse? ”W (04 Marks)
With examples, expiam the three schemas for multidimensional data models. (09 Marks)
What is Data Cube measure? Explain the categories of the measure. (07 Marks)
Explain RoH up ‘and drill down operatlons with examples. (04 Marks)
(06 Marks)

(06 Marks)

(08 Marks)

(04 Marks)

What is Dlmensu)naﬁty Reduction? Explgwp how it can be a“t:hleved using feature subset
solution. P B o % (08 Marks)

Define S1m11ar1ty and d]SSimzianty belween objects Compute SMC and Jaccard’s
coefficient for the following vector -

X=(1,0:0,0,0,0,0,0,0,00 - Y=(0,0,0, O 0;0,1,0,0,1). (08 Marks)
g Module- 3-
’ What is Association Rult mmg? Explamih’e terms support and confidence with examples.
% . (06 Marks)
Lﬂst the factors that affect the computational complexrcy of Apriori algorithm. (06 Marks)
- Explain Support comifmg using Hash structure. (08 Marks)

Construct %“FP tree for the follg%ing data set and describe the steps of construction.

TID Items
1 {a, b}
2 {b, ¢, d}
& 3 | fa; ¢, dye}
K 4 | f{adce}
‘ 5 | {a,b,c}

(10 Marks)

Expialn Candldate generation using F x Fi.; and Fi x Fy.; merging strategies. (10 Marks)
1of2
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Describe the general approach to solving a classn‘"lcatmn problem and also discuss how the

model is evaluated. N (10 Marks)
Explain the characteristics of decision tree mductﬁ)n algorithms and also comment on the

design issues in decision tree induction. % N (10 Marks)

Describe the Nearest Neighbor classiﬁe?m —d (06 Marks)
What are the characteristics of Nearest Neighbor classifier? ¥ (06 Marks)
Explain the Bayesian classifier : (08 Marks)
JJJJ = Module-5
What is Clustering? Discuss the different types of C§§§Stering. (08 Marks)
Write and explam K means algorithm. 'S (08 Marks)
Discuss the issues wltzj“;lﬁ means Clustering. =% (04 Marks)
Y " emRiT LIBRATY

Write a note-on.the following : RANGALEEE

i) Prototype based cluster i) Graph based cluster. (06 Marks)
Explain- ‘DBSCAN clustering in detail. (08 Marks)
What a e tTie important issues in Ciuster Validation? (06 Marks)
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